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ABSTRACT. The aim of this study is to model students' academic performance based on their interactions in an online learning environment. The dataset includes 10 input attributes extracted from students' learning interaction data. As an output (class) variable, the final grades obtained from their Computer Hardware course were used. The modeling performance of three different classification algorithms were tested (naïve Bayes classifier, classification tree and CN2 rules) on the dataset. All analyses were performed using the Orange data mining tool, and the models were evaluated using ten-fold cross-validation. The results of analysis were presented as a confusion matrix, a decision tree, and if-then rules. The predictive performance of the algorithms was also tested and compared using the classification accuracy (CA), and area under the ROC Curve (AUC) metrics. The experimental results indicate that the naïve Bayes algorithm outperforms other classification algorithms when compared using the CA and AUC metrics. The naïve Bayes algorithm correctly classified 75.4% of the students according to their grade for the course (Fail, Pass, and Good). The classification model also accurately predicted 81.5% of the students who failed, and 91.8% of the students who passed the course. On the other hand, the classification tree and the CN2 algorithms generated models which can be used with confidence in decision making processes by non-expert data mining users.
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INTRODUCTION

Online learning environments have many tools for supporting teaching and learning. They enable educators to share course content, prepare assignments and tests as well as to engage in discussions (Cristobal Romero, Espejo, Zafra, Romero, & Ventura, 2013). They also support collaborative learning with tools such as wikis, forums, chats and so forth (Moreno, Gonzalez, Castilla, Gonzalez, & Sigut, 2007). In addition to these advantages, all kinds of online learning environments produce significant amount of interaction data regarding students’ learning processes (Greller & Drachsler, 2012; Koedinger, Cunningham, Skogsholm, & Leber, 2008). Although these data are recorded automatically in databases, using them for the purpose of improving education is restricted to simple statistics and graphics (Ali, Asadi, Gašević, Jovanović, & Hatala, 2013).

Educational Data Mining (EDM) and Learning Analytics (LA) are emerging fields related to the usage of the data collected in educational environments to improve education (Siemens & Baker, 2012). In recent years, analyzing educational data by using Data Mining (DM) techniques (e.g., classification, clustering, association rules) have been used in many tasks such as predicting students’ off-task (Baker, 2007) and gaming (Beal, Qu, & Lee, 2008) behaviors, predicting students’ level of disorientation (Akçapınar, Cosgun, & Altun, 2011), grouping similar students (Kardan & Conati, 2011), recommending e-learning materials (Jie, 2004) and offering e-learning courses to students (Alfredo, Félix, & Angola, 2010).

This study aimed to model students’ academic performance based on features extracted from their online learning environment usage data. Students’ final grade obtained in the Computer Hardware course (Fail, Pass, and Good) was considered as an indicator of the students’ academic performance.

Academic Performance Modeling

Modeling students’ academic performance is one of the popular applications of DM in educational settings (Bousbia & Belamri, 2014; C. Romero & Ventura, 2010). A recent review study
has shown that student performance modeling has increased its popularity in the last three years (Peña-Ayala, 2014). The main goal of these studies is to predict how successfully the learner is or will be able to complete a given task and/or to achieve a specific learning goal (Peña-Ayala, 2014).

There are several studies of modeling students’ academic performance. For example, Osmanbegović and Suljić (2012) posited that students’ demographics and precollege academic success data gathered with a self-report survey could be used to predict their success in a course. In another study, Akçapinar, Çoşgun, and Altun (2013) conducted a prediction study for students’ final grades based on their interaction with a wiki environment. Their feature set included students’ session and navigation metrics as well as wiki based metrics such as edit count and word count. Their results showed that the support vector machine algorithm can be trained to predict final grades with an accuracy of 67.1%. Lopez, Luna, Romero, and Ventura (2012) applied classification via clustering to predict the final grades of students in a course based on students’ participation in Moodle forum. Their feature set included ten variables related to students’ forum usage. They found that the EM clustering algorithm yields results similar to those of the best classification algorithms. McCuaig and Baldwin (2012) asserted that the source log data produced by conventional LMS could be mined to predict the students’ success or failure without requiring the results of formal assessments. Márquez-Vera, Cano, Romero, and Ventura (2013) also conducted a study to predict which students might fail a course using students’ online performances.

Academic performance modeling based on features that has been extracted from students’ interaction logs is especially important for the early prediction of students’ drop-out and their probability of failure in an online course. Moreover, these models can be used to classify students automatically or to make an automatic adaptation based on their activity level in an adaptive learning environment. Teachers can use these models to monitor their students’ learning progress from predesigned and/or interactive dashboards instantly.

**METHOD**

Data mining, which is used successfully in many fields to discover hidden patterns and relationships in data, was the research method for this study. The procedures in the data mining process are presented in Figure 1.

**Participants**

In the 2013-2014 academic year, 76 undergraduates (41 female, 35 male) in the Computer Hardware course in the Computer Education and Instructional Technology Department participated in this study. Their ages ranged from 19 to 23.

**Procedure**

In addition to face to face classes, students performed activities in an online learning environment designed by the first author in this study to assist their learning. These activities included writing reflections about the concepts which they learned in the course, reading sources related to the course, commenting on and assessing posts written by other students, asking questions in discussions,
writing answers to questions, assessing questions and answers which were written by others, keeping track of announcements and using the course resources. In addition to data about these activities, students’ navigation and session logs are stored in a database within the system.

**Dataset**

The dataset used in the study was obtained from the database in an online learning environment. The raw data contains fourteen weeks of usage by 76 students with 3,803 logins, 4,130 posts, 3,937 tags, and more than 100,000 page views. Before applying any data mining algorithms, the raw data was analyzed and the features—representing students’ learning behaviors—were extracted automatically by a feature extraction tool. The list of the features is shown in Table 1. The last one is the categorical final grade which reflects students’ performance and was added manually to the analysis table.

**Table 1. Description of all features**

<table>
<thead>
<tr>
<th>No</th>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>n_Login</td>
<td>login count</td>
</tr>
<tr>
<td>2</td>
<td>d_Usage</td>
<td>total time in minutes. spent in the environment</td>
</tr>
<tr>
<td>3</td>
<td>n_Post</td>
<td>post count</td>
</tr>
<tr>
<td>4</td>
<td>n_Tag</td>
<td>number of tags used in posts</td>
</tr>
<tr>
<td>5</td>
<td>n_PostNav</td>
<td>number of navigations to posts written by other students</td>
</tr>
<tr>
<td>6</td>
<td>n_PostAss</td>
<td>number of assessment of posts written by other students</td>
</tr>
<tr>
<td>7</td>
<td>n_Answer</td>
<td>number of written responses to questions in the discussion section</td>
</tr>
<tr>
<td>8</td>
<td>n_DissNav</td>
<td>number of navigations to the discussion section</td>
</tr>
<tr>
<td>9</td>
<td>n_AnswerNav</td>
<td>number of navigations to the questions and answers</td>
</tr>
<tr>
<td>10</td>
<td>n_QuestionAss</td>
<td>number of assessments of questions in the discussion section</td>
</tr>
<tr>
<td>11</td>
<td>f_Grade</td>
<td>final grades</td>
</tr>
</tbody>
</table>

**Preprocessing**

All continuous features, except for final grades, were discretized to provide a more comprehensible view of the data with the help of the entropy-MDL algorithm (Márquez-Vera et al., 2013). Entropy-MDL is a class-aware discretization introduced by Fayyad and Irani (1992) that uses MDL and entropy to find the best cut-off points. The final grades were manually discretized into three intervals (Fail, Pass, and Good) according to the course grading policy of the university (scores between 0 – 49 coded as Fail, 50 – 69 coded as Pass, and 70 – 100 coded as Good). The distribution of the students in these categories are: 35.53% Fail, 36.84% Pass and 27.63% Good.

In the second step of preprocessing, the feature selection algorithm was applied to the data using the Orange Rank widget. The rank widget scores the features based on selected scoring techniques, e.g., gini gain, information gain, linear SVM weights (Orange, 2014). The feature selection process can be used to reduce the number of features (also known as important features) without losing reliability in classification (Lopez et al., 2012). The linear SVM weights were used to rank features as detailed in (Chang & Lin, 2008). The result of the algorithm is shown in Table 2. The prediction performance of the algorithms was tested before and after applied feature selection.

**Table 2. The SVM weight of features**

<table>
<thead>
<tr>
<th>No</th>
<th>Attribute</th>
<th>SVM weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>n_Login</td>
<td>2.382</td>
</tr>
<tr>
<td>2</td>
<td>n_Post</td>
<td>1.565</td>
</tr>
<tr>
<td>3</td>
<td>n_QuestionAss</td>
<td>1.411</td>
</tr>
<tr>
<td>4</td>
<td>n_Answer</td>
<td>0.719</td>
</tr>
<tr>
<td>5</td>
<td>n_Tag</td>
<td>0.556</td>
</tr>
<tr>
<td>6</td>
<td>d_Usage</td>
<td>0.496</td>
</tr>
<tr>
<td>7</td>
<td>n_AnswerNav</td>
<td>0.399</td>
</tr>
<tr>
<td>8</td>
<td>n_PostNav</td>
<td>0.248</td>
</tr>
<tr>
<td>9</td>
<td>n_DissNav</td>
<td>0.080</td>
</tr>
<tr>
<td>10</td>
<td>n_PostAss</td>
<td>0.065</td>
</tr>
</tbody>
</table>
Data Analysis

Choosing the most suitable algorithm for a new dataset is an important task since there is no single classifier that yields the best results on all datasets (Osmanbegović & Suljić, 2012; Cristobal Romero, Espejo, Zafra, Romero, & Ventura, 2010). Therefore, as a first step, the predictive performance and intelligibility of the models generated by three different algorithms were compared. The algorithms were the naïve Bayes classifier (NB), the classification tree (CT), and CN2 rules. The following section gives a brief introduction to these algorithms.

Naïve Bayes: A naïve Bayes classifier is a simple probabilistic classifier based on Bayes’ theorem (Hongbo, Yizhou, Yi, & Jiawei, 2014). Bayesian classifiers are popular classification algorithms due to their simplicity, computational efficiency and very good performance for real-world problems (Kabakchieva, 2013).

Decision Tree: Decision trees are hierarchical representations of data (Charu, 2014). While the top node is called the root, lower nodes are called leaves, and each of them represents a class. The variables and the splitting points where the data will be divided in each step are determined by the decision tree algorithm being used. While the C4.5 algorithm (Quinlan, 1993) uses the information gain ratio, the CART algorithm (Breiman, Friedman, Olshen, & Stone, 1984) uses the Gini index as a splitting criteria. In this study, the Orange software’s classification tree algorithm was used with the Gini index parameter.

CN2 Rules: Rule based algorithms are similar to decision trees. They differ from decision trees since there is no strict hierarchical partitioning. For example, a path in a decision tree can be thought as a rule in a rule based algorithm (Charu, 2014). Rules are described as if-then clauses. The IF clause contains a combination of conditions for the predicting attributes. The THEN clause contains the predicted value for the class (Cristobal Romero et al., 2013). Numerous methods, such as classification based on associations (Liu, Hsu, & Ma, 1998) and CN2 (Clark & Niblett, 1989), have been proposed in the literature. They use a variety of rule induction methods, based on different ways of mining and prioritizing rules.

Two sets of experiments were carried out to evaluate the effects of feature selection technique on the predictive performance of models. The first used all the features, and the second used the five best ranked features (n_Login, n_Post, n_QuestionAss, n_Answer and n_Tag according to their SVM weights given in Table 2). In addition to the models generated by these algorithms, their predictive performances are presented in the results section. To evaluate the predictive performance of the models, two metrics were computed: classification accuracy (CA), and area under the ROC curve (AUC). All the analyses were performed using the Orange data mining tool (Demšar et al., 2013) with default parameters, and the models obtained were evaluated using ten-fold cross-validation.

RESULTS

The results of the first and second experiments are shown in Table 3. According to these results, the naïve Bayes algorithm outperforms the others in the first and second experiments. On the other hand, it can be seen from the table that other algorithms also yielded improved classification accuracy in the second experiment.

Table 3. Experimental results

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>1st Experiment</th>
<th>2nd Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CA</td>
<td>AUC</td>
</tr>
<tr>
<td>Classification Tree</td>
<td>0.711</td>
<td>0.815</td>
</tr>
<tr>
<td>CN2 rules</td>
<td>0.555</td>
<td>0.763</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td><strong>0.721</strong></td>
<td><strong>0.883</strong></td>
</tr>
</tbody>
</table>
Naïve Bayes Algorithm Results

Although it is called naïve because of its assumptions (Osmanbegović & Suljić, 2012), the models generated by Bayesian networks, including the naïve Bayes classifier, tend to be difficult to understand for non-expert users (Xing, Guo, Petakovic, & Goggins, 2014). Therefore, we presented the naïve Bayes classifier results as a confusion matrix. The confusion matrix obtained by cross-validation is a fair indicator of the predictive performance of the algorithm on independent test samples (Enot et al., 2008). Table 4 shows the confusion matrix of the naïve Bayes algorithm obtained by cross-validation.

Table 4. Naïve Bayes Confusion Matrix*

<table>
<thead>
<tr>
<th></th>
<th>FAIL</th>
<th>PASS</th>
<th>GOOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>FAIL</td>
<td>22</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>PASS</td>
<td>3</td>
<td>19</td>
<td>6</td>
</tr>
<tr>
<td>GOOD</td>
<td>1</td>
<td>4</td>
<td>16</td>
</tr>
</tbody>
</table>

* Columns represent predictions, rows represent true classes

As indicated in Table 4, although there were some misclassification between fail and pass (n = 8) or pass and good classes (n = 10), only one student was classified as a fail which should have been good.

Decision Tree Algorithm Results

Figure 2 presents a sample decision tree model generated by the classification tree algorithm. When we analyze the decision tree in the figure, we can see that classifications of students can be predicted by two variables: n_QuestionAss and n_Answer (see Table 1 for description of features).

![Sample tree from the decision tree algorithm](image)

When we analyze the classification of the students by academic performance from top to bottom, we obtain the following results. Students with a total assessment count of more than 38 and, on the discussion board, answers more than 2 questions will be classified as good with a probability of 66.7% (n = 24). On the other hand, those with an assessment count less than 38 and answers less than 2 questions on the discussion board will be classified as fail with a probability of 82.1% (n = 28).
CN2 Algorithm Results

The series of rules in Figure 3 generated with CN2 algorithm show that two rules can be used to classify students as fail or pass/good. Rule 1 indicates that students with login counts of less than 17 and their post count is less than 12 will be classified as fail \((n = 13)\). Rule 4 indicates that students having a question assessment count of more than 38, answers more than 2 questions on the discussion board, and a tag usage count of more than 11 will be classified as good or pass \((n = 20)\).

![Figure 3. Sample rules from CN2 algorithm](image)

The first rule indicates that students with a low number of logins and who write low numbers of posts will probably be classified as fail. The second rule shows that students with a high number of question assessments, answers more questions on the discussion board and use more tags will be classified as pass or good.

DISCUSSION AND CONCLUSIONS

This paper compares three different classification algorithms that model students’ academic performance. Along with the widely used features (login count, session duration, answer count in discussion board etc.), we added some new features such as tag usage count, assessment count, and navigation count which reflect students’ learning behavior in the online learning environment. We carried out two experiments to test the effects of feature selection algorithm on classification performance. While other algorithms improved their classification performance in the second experiment, the highest classification accuracy was achieved by the naïve Bayes algorithm, which correctly classified 75.4% of the students by course grade.

The classification model accurately predicted 22 of the 27 students who failed (81.5%) and 45 of the 49 students who passed (91.8%). However, as mentioned by Osmanbegović and Suljić (2012), in the educational context not only classification accuracy, but also the ease of learning and the user-friendly characteristics of the results are important to integrating these algorithms into learning environments. Bayesian networks including the naïve Bayes classifier are able to attain very good accuracy rates, but very difficult to understand for non-expert end users (e.g., teachers, students) (Xing et al., 2014). Therefore, they can be used if classification performance is more important than model interpretation (Dreiseitl & Ohno-Machado, 2002), for example when identifying at-risk students before the end of the semester. On the other hand, tree-based or rule-based algorithms generates...
models which are easy to understand for non-expert users (Osmanbegović & Suljić, 2012). They can be used to understand relationships between students’ performances and underline the factors that affect their performances (Dreiseitl & Ohno-Machado, 2002). For example, teachers can use the decision tree and if-then rules generated here to make decisions about their students or give them feedback to improve their performance and reduce failure rates. Therefore, the advantages and disadvantages of the intelligibility of model and its predictive performance must be taken into account when choosing the best algorithm (Xing et al., 2014).

This study shows that students’ login counts on to the online learning environment, login durations, participation in online discussions, writing reflections about concepts and tagging these reflections affect students’ academic performance. In further research, these models can be used to determine student performance and to arrange early interventions before students fail or drop out. These systems are also referred to as early warning systems in the EDM and LA literature. Instructional designers can design online learning environments as well as instant dashboards based on these models. They can also arrange their instructional designs using these variables and enhance their students’ participation.
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Öğrencilerin Akademik Performanslarının Çevrimiçi Öğrenme Ortamındaki Etkileşim Verilerine Göre Modellenmesi

Gökhan AKÇAPINAR*, Arif ALTUN**, Petek AŞKAR***

ÖZ. Bu çalışmanın amacı çevrimiçi öğrenme ortamındaki etkileşim verilerine göre öğrencilerin Bilgisayar Dönümü dersine ilişkin akademik performanslarının modellenmesidir. Çalışma kullanılan veri seti öğrencilerin çevrimiçi öğrenme ortamındaki log verilerinden elde edilen 10 adet değişken ve sınıf (tahmin) değişkeni olarak da öğrencilerin akademik performanslarının yansıması olan dönem sonu notlarını içermektedir. Yapılan analizlerde 3 farklı veri madenciliği algoritmasının (Naïve Bayes, Karar Ağacı ve CN2) sınıflama performansı karşılaştırılmıştır. Elde edilen modellerin tahmin performanslarını karşılaştırması için Doğru Sınıflama Oranı (DSO) ve ROC AÇtında K Alanı (EAKA) metrikleri kullanılmıştır. Tüm analizler Orange veri madenciliği yazılımı ile gerçekleştirilmiştir ve elde edilen modellerin genelleştirilmesi için 10k çapraz geçerlilik yöntemi kullanılmıştır. Analiz sonuçları çapraz tablo, karar ağacı ve eğer-ise kurallar dizisi şeklinde sunulmuştur.

Anahtar Kelimeler: Akademik performans modelleme, tahmin, sınıflama, eğitsel veri madenciliği, dönem sonu not tahmini.

ÖZET


Araştırmada sınıf (tahmin) değişkeni olarak öğrencilerin Bilgisayar Dönümü dersinden dönem sonunda aldıkları puanlar (başarısız, orta ve başarılı) kullanılırken girdi değişkenleri olarak öğrencilerin çevrimiçi öğrenme ortamındaki etkileşimlerini yansıtan 10 adet değişken kullanılmıştır. Öğrencilerin akademik performanslarını modellemek amacıyla literatürde sıklıkla kullanılan üç farklı sınıflama algoritması seçilmiş (Naïve Bayes, Karar Ağacı ve CN2) ve sonuçları karşılaştırılmıştır.


Öğrencilerin bu sistemde gerçekleştirdikleri temel aktiviteler; ders kaynaklarını takip etme, dersin kaynaklarını kavramalarla ilgili yanıma yazma, tartışmalara katılma, duyuruları ve bildirimleri takip etme şeklinde oldurulmuştur. Sistemin veri tabanında tutulan öğrenme aktiviteleri ile ilgili verilerin analizi ve araştırmada kullanılan değerlendirmeleri gerçekleştirilmiştir. Veri madenciliği çalışmalarında önemli bir adım olan ön işlemeye sürecinde elde edilen tüm veriler ilk olarak kesfetmek ve değerlendirmek amacıyla kullanılır, daha sonra orange yazılımların yer alan özelikler aracılığıyla değerlendirilerek değerlendirilmiştir. Daha sonra bilgi bilincine göre her algortının eğitimine faydalı bulunanlardan belirlenmiştir. Analiz aşamasında ise seçilen üç algoritma kullanarak iki farklı deney
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